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00pa3oBaTeNIbHBIX MIPOrPAaMM BBICIIIEr0 00pa30BaHUs M0 HATPABJICHUIO TIOTOTOBKU
«Punonorus» (mporpaMmsl OakainaBpuara) B pegakiuuu npukasza MI'Y ot 30 nexkabpst 2016 r.

I'on mpuéma Ha oOyuenue: 2021, 2022

Kypc — 4
cemecmpuol — 1
3a4emmbix eOuHuy — 3
akademuyeckux yacoe — 108, 6 m.u.:
nexyuti — 18 gac.

npakmuueckux (cemunapckux) 3auamuii — 18 qac.

Dopmbl NPOMEIHCYMOYHOU AMMeCmMayuiL:

sauem ¢ 1 cemecmpe



1. Mecto aucuuniaunsbl B crpykrype OIIOII BO.

Hucuumumna «Crenuduka HAy49HOTO TEKCTa» OTHOCUTCA K BapHAaTHBHOM YacTu
y4eOHOTO IJIaHa, SIBJIAETCS TUCIMILTMHON 10 BEIOOPY, BXOISIIEH B MpodhecCHOHaTbHBIN OJI0K.

Lenbt0 OCBOCHMSI JUCHUIUIMHBI SIBISAETCS (OPMHPOBAHHE Y OOYYArOIIUXCS CHUCTEMBI
3HaHUH 00 OCOOEHHOCTSAX HAy4YHBIX TEKCTOB, a TaKXXE€ HAaBBIKOB CBOOOJHOTO M I'PAMOTHOIO
UCIOJIb30BAHUS  SI3BIKOBBIX  CPEIACTB  INpPU  MOJATOTOBKE  KYpCOBOW M BBIIYCKHBIX
KBAJTM(HUKAIMOHHBIX  Pa0OT, HAyYHBIX MYyOJUKAIMid W  BBICTYIUIGHWH, HCIOJIB30BaHHE
MOJIyYCHHBIX 3HAHUI B IPOPECCHOHATLHON 1A TEIEHOCTH.

3amauu Kypca:

- J1aTb O6Hlee MMpeaACTaBJICHUC 00 OCHOBHBIX BUJaX HAYYHBIX KOMMYHHKaHHﬁ, X 3HAYCHUHU B
npoecCUOHANIBHOU AeSTETHHOCTH

- IIOBHAKOMHUTH O6yanOIHHXC$[ C TCOPCTUUCCKMMU OCHOBAMH OPraHMU3allu HAYYHOT'O TCKCTa
- COBCPIICHCTBOBATDH SA3BIKOBBIC HABBIKH, UCIIOJIb3YyEMbBIC B yqe6H0-Haqu0171 1 cOOCTBEHHO
Hay4HOU cepax oOmieHus

-HAY4YHUTh OCYIIECTBIIATH MOUCK HAYYHOU HH(OPMAIUK, U €€ KPUTHUECKUN aHAIN3

- pa3BHUBaTh KPUTUYECKOE MBIIIJIEHUE 00Y4arOmUXCs

2. Bxoanble TpeGoBaHus AJI5 OCBOEHUS AUCHUILUIMHBI, PeABApPUTEIbHbIE YCIOBHS.

21.]'[?1 HU3YUCHUA JUCHUINIIMHBI AOCTATOYHBIMH ABJIAIOTCA 3HaHWA, YMCHHA W HAaBBIKH,
MpUOOpPETEHHBIE HA MPEABIAYIIEM 3Talle MPU U3YUeHUH TUCHUIUTMHBI «IHOCTpaHHBIHN S3bIK» B |
— 6 cemecTpax.

3. Pe3yabTaThl 00yyeHusl MO TUCHUILIHHE.

[Inanupyemsble pe3ynbTaThl 00y4eHHs O JUCHUILTUHE!

3HATh:

-BUJbl ¥ TUIIBI HAYYHBIX TEKCTOB;

-CTaHJIAPTHYIO CTPYKTYPY aHTJIOS3BIYHON HAYYHOU CTaThH;

-3Tallbl HAMKMCAHUS HAYYHOU paboThI;

- mpaBuiia 0(hOPMIICHUS MMOTYYEHHBIX PE3yIbTaTOB;

- QHTJIOSA3BIYHBIC aKAJEMUUYECKUE TEPMUHBI U UX PYCCKOS3bIYHbIE SKBUBAJICHTHI

yMeTh:

-OCYIIECTBIIATh Oubnuorpaduyeckuii TMOUCK M KPUTHYECKH OLIGHUBATh IMOJ0O0paHHbIE
UCTOYHUKHU

-paboTaTh C aHIJIOSA3bIYHBIMU KaTajioraMu

COCTaBJIATh OUOIMOrpaduyeckue CMCKU B COOTBETCTBUU € TPEOOBAHUSAMM aHTJIOA3BIYHBIX
aKaJIeMUYECKUX U3TaHUN

0(GOPMIIATh HAYYHYIO CTaThIO0 B COOTBETCTBUH CO CTAHJIAPTHOM CTPYKTYpPOIl aHTJIOSI3BIYHOM
Hay4HOU CTaTbU

-0(hopMIIATE pe3yNbTaThl HAYYHOTO UCCIIEOBAHUS B BUJE HAyYHOH CTAaThU

-COCTaBJIATh OMOIMOrpaUuecKuil CIucoK

-OTJINYATh «()aKkT» U «KMHEHHE» B HAYYHOM H3JI0KEHUH.

BJAACTh:
- TI'paMMaTH4Y€CKHUMH, JICKCUYCCKMMHU U CTHIMCTHYCCKUMHU CpCACTBAMHU U TIpHUEMaMU
NpCACTaBJICHUA I/IH(bOpMaI_II/II/I B BUJAC HAYYHBIX aHTIOA3BIYHBIX TCKCTOB
- HOpMaMH HAYYHOTI'0 TCKCTAa UCXOAHOI'O U MCPCBOAAIICTO A3bIKOB;



- OCHOBHBIMH CIIOCOOAMHM U npueMamMm JOCTUIKCHUA CMLICHOBOﬁ, CTUIIUCTUYECKOM
aJICKBATHOCTHU

4. ®opMat 00y4eHHsI: KOHTaKTHAs padoTa
5. O6beM TUCHHMILIMHBI COCTABIAET 3 3.€., B ToM uncie 40 akageMUuecKrX 4acoB, OTBEACHHBIX

Ha KOHTAKTHYI0 paboTy oOydaromuxcs ¢ TpernojaBaTelieM (ayAuToOpHas Harpyska), 68
aKaJIEMHUYECKUX YacOB HA CAMOCTOSITEILHYIO paboTy 00yJarOIuXxcs.



6. Conep:kaHue AMCUHUILIUHBI (MOIYJIs1), CTPYKTYPHPOBAaHHOe MO TemaMm (pa3jenam) ¢
yYKa3aHHeM OTBeJCHHOI'0 HAa HHMX KOJIHMYeCTBa aKaJeMHMYeCKHX 4YacOoB UM BHAbI y4eOHBIX

3aHATHH.

6.1. CTpykTypa IMCHUIJIMHBI (MOAYJisl), CTPYKTYPHPOBaHHOEe MO TemaM (pa3jeiam) c
yKa3aHueM OTBeJeHHSIM HAa HHMX KOJUYECTBA AKAJAEeMHMYECKHX YacOB M BH/bI YUeOHBIX

3aHATHIA.
HaumenoBanue HOMHUHAJIbHBIE TPYA03aTPAThI (¢opmMbI Tekyiero
o0yyarommxcst KOHTPOJISA
pa3aesioB ¥ TeM JAUCHUILTUHBI
ycneBaeMoCTH
(MoayJin) B
HIBI 2
KOHTAKTHOM < 2
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PA3JEI 1. CTPYKTYPA AKAJJEMAYECKOI'O TEKCTA 1 3.E.
Tema 1. HaydHbIl TEKCT: THIIBI,
PaboTa Ha ceMuHapckoM
NPU3HAKU, KATETOPHU 2 1 2 5
3aHIATUH
Tema 2. Kommosumus HaydHOTO
1 o Samanus Ha
TEKCTA.
BOCCTaHOBJICHHE
2 1 2 5 CTPYKTYpBhl TEKCTa Ha
OCHOBE JIOTHYECKOTO
aHajM3a cojepKaHus
Tema 3. Crpykrypa a0O3ama u
PYKTYP 1 CocraBneHue
BUJIBI MOIIEPKUBAFOIIIIX
. JIoAAep m MO ICPKUBAFOIIIHX
MIPEITIOKCHHUM N
MPETIOKEHUIN K
2 1 2 5 3alaHHOMY 3arJIaBHOMY
MPEATIOKEHUIO.
Breimonnenue
KOHTPOJIBHON PaOOTHI.
Tema 4. IlocimemoBarenbHOCTh
3agaHus Ha
W3JI0KEHHS] B HAYYHOM TEKCTE
BOCCTaHOBJIEHHE
2 1 2 5 CTPYKTYpBl TEKCTa Ha
OCHOBE JIOTHYECKOTO
aHajn3a cojepKaHus
Tema 5. Crpykrypa HaydHOH
PYKTYP y 2 2 2 6 3aganus Ha
MOHOTpaduu
BOCCTaHOBJIEHHE




CTPYKTYpBl MOHOTpaduu
HAa OCHOBE JIOTMYECKOTO
aHaJM3a CoJIeP KaHUS
Tema 6. ApryMeHTanust  #
PryM 1 3aganus Ha
MCI0JIb30BAHNE UCTOYHHUKOB.
pasrpaHnycHue (akTa H
0 2 3 5
MHeHMs.  BelnonaHeHue
KOHTPOJILHOU paboTBhI.
Tema 7.Kpurnueckuii aHanus .
Brimonnenue  3aganuid
nH(pOpMAaLINH.
Ha onpesiesieHue
0 2 3 5 SJIEMEHTa apryMeHTa B
MOJICTH  apTyMEHTAaIlUN
V.JlanHna
WTOTO 3a pasjaen
pasl 10 10 16 36
PA3JIEJ 2. IOATOTOBKA HAYYHOI'O TEKCTA. 2 3.E.
Tema 1. CtangapTHas "
. Brimmongenne  3aganui
CTPYKTYypa aHTJIOSI3bITHOM
- Ha oTpe/IeIIeHre
HAyYHOU CTaThU
0 6 16 CTPYKTYPHBIX DJIEMEHTOB
AHTJIOSI3BIYHOM HAy4YHOU
CTaTbH
Tema 2. [IpencraBnenue o
. Brinongenue 3aganuii
Hay4yHOU MH(OpMAaIUU B BUJIE
Ha OTMCaHue TPauKoB
rpa¢ukoB u Tabnui. OnucaHue
o 0 4 6 1 TaOJIHIL
Hay49HOU MH(POpPMAIIUH,
MIpe/ICTaBICHHON B BUJIE
rpauKOB U TAOJIHII.
Tema 3. Opranuzanus npoiuecca N
P 1 pott Brimonnenue 3aganuit
HanucaHUs HAy4HOTO TEKCTa. HA CTPYKTYPUPOBAHHE
[TocnenoBarensHOCTH 0 6 18 o
. . pa3znenoB Hay4HOU
HamuCaHWsl YacTeil HaydHOU
CTaTbH
CTaTbU
Tema 4. Odgopmiienue .
Brimonnenue 3aganuii
OnbIMorpadUUECcKOTO CIUCKa
0 4 5 Ha COCTaBJICHUE
ounbmorpaduueckoro
CIIUCKA
UTOTO 3a pazJien
pasa 0 20 46
[IpomexyTouHas aTTecTanus — 6
3a4eT
Hroro
10 30 68

6.2. Conep:xanue pa3esioB (TeM) TUCHHUILIMHBI

Ne HanmeHnoBanue pa3aesioB (Tem)

n/n

Conepxxanue pas3jienoB (TeM)




PA3IEJ 1. CTPYKTYPA AKAJJEMUUECKOI'O TEKCTA 1 3.E.

1

Hayunbriit TEKCT:
[IPU3HAKHU, KATETOPUH.

THIIEL,

Hayunblii cTinp kak QyHKIIMOHATIBHBIN CTHIIb PEUH
B JINTEPATypHOM si3bike. MoHorpadus, HaydHas
CTaThbsl, HAY4YHBId [OKJIAJ, TE3UChl, AHHOTAIUH,
pedeparel.  Kareropum  HAydHOTO  TEKCTa:
JIOTUYHOCTh, TOYHOCTh, CTPOTOCTh, OTBJIIEYEHHOCTD,
000011eHHOCTh, MH(OPMATHBHOCTD

Komno3unus HaydHOTO TEKCTa.

BBenenue, 3akinoueHne, OCHOBHAS 4aCTh HAyYHOTO
tekcra. CrpykTypa ab3ama M posib 3alIaBHOIO
npeuIokeHus.  Meroasl  pa3sBuTHa  a0zara.
CpencTBa KOre3uu U KOT€PEHTHOCTH B HAy4YHOM
TEKCTe.

Crpykrypa a03ama W  BHJIBI
MOAACPKUBAIOIIUX Hpe}]J’IO)KeHI/Iﬁ

3amiaBHOE TPEMIOKEHUE U TOJJIEPKUBAIOIIUE
npeiokeHns. CBA3HOCTh U IIEJIOCTHOCTh ab3ara.
3aKIIOYUTENIFHOE TPEIUIOKCHUE M CBSI3b MEKITY
a03anamu. JepuHuiuss TepMMHA KaKk  BUJ
MOJICPKUBAIOIIECTO  MpeyIokeHus.  [Ipumeps,
CCBUIKM Ha BHENIHHUE WCTOYHHUKH  (I[UTATHI,
CTaTUCTUKA U T.1.)

TlocnemoBaTenbHOCTE U3JIOKEHUS
B Hay‘-IHOM TCKCTC

ITocnenoBaTeIbHOCTE ab3arieB (rormyeckasi,
XpOHOJ'IOFI/I‘-IeCKaﬂ, HpI/I'-II/IHa 158 CJICACTBUC,
CpPaBHCHHE C IICJBI0 YCTAHOBJICHHS CXOJCTBA W
pasnuuus, mpobsema u e€ penieHne)

Ctpyktypa MOHOTrpaduum  Kak
HAyYHOTO U3IaHUS

Komnozuimonnas CTPYKTypa
JKanposas cnenuduka TEKCTa
MoHorpadun. TpeboBanus K
MOHOTpaduu.

MOHOTpaduH.
HAay4YHOH
0(hOPMIICHHIO

ApryMeHTanus 1 UCIOJIb30BaHNE
HCTOYHHUKOB.

Kputnueckuit ananu3 napopmaiym, n3JI0KEHHOH B
tekcTe. OlleHKa JOCTOBEPHOCTH MH(POPMAIIHH.

Kputnueckuit
apryMeHTanuu

aHaJInu3

Kputnueckuit ananu3 wuHpOpManuu: (akT WK
MHeHHe. 3Hanue W wuHpopmanua. CunabHas w
cnabas aprymeHramnus. Mojenb apryMeHTaluH
V.JlanHa.

PA3JIEJI 2. IOJITOTOBKA HAYYHOTI'O TEKCTA. 2 3.E.

1

CrangapTtHas CTPYKTypa
AHTJIOSI3BIYHOM HAyYHOU cTaThu

IMRaD kommno3unusi HaydHoU cTtaTbu. OCHOBHBIE
byHKUIHN " XapaKTEPUCTUKHU BBEICHHS.
Oco0OeHHOCTH BBEJCHHS K HAyYHOMY TEKCTY. CBSI3b
BBEACHHMA M 3aKimodeHus. OmnucaHue METOJ0B H
MarepuagoB HCCIICAOBaHUS. Omnuncanue u
00CyXIeHHE PEe3yIbTATOB UCCIIEOBAHMUS.

I'paduxn, TaOIHILIBI u
JIMarpaMMbl B HAYYHOM TEKCTe

[lpencraBienne HayyHON HMHpOpPMaLMK B BHUJE
rpa¢pukoB, Tabmuu u guarpamMm. OmnucaHue
Hay4YHO! HMH(OpMaluu, MpPeACTaBICHHOW B BUJE
rpauKoB 1 TaOJIHII.

Opranuzanus rporecca
HalMCcaHUs HAy4HOT'O TEKCTa.

TexHoNnornu TreHepaluu W OpraHu3aluu  UIEH.
Opranuzanus npouecca MUCHMa.
[TocnenoBarenbHOCT HANIMCAHUS YaCTEH HAYYHOU
cratbu. [IpakTMka HEIMHEHHOW OpraHu3aluu
Tekcra. AO3all Kak DJJIEMEHT I[€JIOr0 TEKCTa.
IIpakTHKa CUHTE3a: BBEJICHHE U 3aKJIKOYEHHUE.

bubnuorpapuyeckuii anmapar

OnemeHTsl  OuOnIMOTpaduueckoro  ammapara.
Cocrapnenne  OuOnuorpaguyeckoro  CHHCKA.




[IpaBuna  odopmiieHus  OubOIHOrpadUIECKUX
CIHCKOB B aHIJIOS3BIYHBIX HAYYHBIX >KypHajax.
Ccpiikn Ha MOHOTpaduH, CTaTbu B HAyYHBIX
KypHaJaxX, MHTEPHET-UCTOYHHKH.

7. ®ona oueHouHbix cpeactB (POC) nas oueHUBAHHUSI Pe3yJabTaTOB O00y4YeHHs IO
AMCUUIIMHE (MOYJII0)

7.1. TunoBble KOHTPOJbHBbIE 32JaHUA WM UHbIE MAaTEePHUAJIbI JJIsl NPOBEIeHUs] TEKYIIEero
KOHTPOJISl yCIIeBAeMOCTH.
Ooépaszey KoHmpoabHOU padomvl

Task 1. Below are the most common types of written work produced by students. Match
the terms to the definitions (a-e)

TERMS: Notes, Report, Project, Essay, Dissertation/ Thesis
a) a piece of research, either individual or group work, with the topic chosen by the student(s)

b) the longest piece of writing normally done by a student (20,000+ words) often for a higher
degree, on a topic chosen by the student
c) a written record of the main points of a text or lecture, for a student’s personal use

d) a description of something a student has done e.g. conducting a survey
e) the most common type of written work, with the title given by the teacher, normally 1000
5000 words

Task 2. Read the texts 1-4 below and decide which are the most suitable for academic use.
Explain your choice.

1. To promote tourism and market destination, it is important to study the tourists’ attitude,
behaviour and demand. The studies of Levitt (1986) and Kotler and Armstrong (1994) suggest
that an understanding of consumer behaviour may help with the marketing planning process in
tourism marketing. The research of consumer behaviour is the key to the underpinning of all
marketing activity which is carried out to develop, promote and sell tourism products
(Swarbrooke and Horner, 1999; Asad, 2005). Therefore, the study of consumer behaviour has
become necessary for the sake of tourism marketing.

2. The romance of travel has always fascinated me, and our recent trip to Thailand lived up to
expectations. We flew from Gatwick and after a comfortable ffight arrived in Bangkok just as the
sun was rising. Our stay in the city lasted only a couple of days before we set off for the hill
country around Chang Mai, where we were planning to visit some of the indigenous tribes who
live in this mountainous region. When we arrived the weather was rather disappointing, but after
a day the heavy rain gave way to sparkling clear sunshine.

3. Holiday trips to the Antarctica have quadrupled in the past decade and last year more than
46,000 people visited the land mass and surrounding oceans. However, safety fears and
concerns about the impact visitors are having on the delicate frozen landscape have soared and
members of the Antarctic Treaty—an agreement between 28 nations, including the UK, on the use
of the continent—are now meeting to discuss ways to regulate tourism.

British officials are seeking to establish a ‘strategic agreement for tourism’ around the South
Pole. If successful, it will see treaty members introduce new measures to improve the safety of
tourist trips, while also reducing the impact that visitors will have on the environment. The
regulations could see limits on the number of ships and landings, restrictions on how close they



come to shore, a ban on building tourist facilities and hotels on the continent, and rules on waste
discharges from ships.

4. Equally, from a political perspective, the nature of state involvement in and policies for
tourism is dependent on both the political economic structures and the prevailing political
ideology in the destination state, with comparisons typically made between market-led and
centrally planned economies. For example, the Thatcher—Reagan-inspired neoliberalism of the
1980s, and the subsequent focus on privatisation and the markets in many Western nations
contrasted starkly with the then centrally planned tourism sectors in the former Eastern Europe
(Buckley and Witt, 1990; Hall, 1991). At the same time, of course, it has also long been
recognised that the political-economic relationship of one nation with another or with the wider
international community (that is, the extent of political-economic dependency) may represent a
significant influence on tourism development (Telfer, 2002). Thus, in short, tourism planning and
development in the destination tends to reffect both the structures and political ideologies of the
state and its international political-economic relations.

Task 3. a) Study the structure of different types of academic texts.
Short essays (including exam answers) generally have this pattern:

1. Introduction

2. Main body

3. Conclusion

Longer essays may include:
1. Introduction

2. Main body

2.1. Literature review

2.2. Case study

2.3. Discussion

3. References

4. Conclusion

5. Appendices

b) Find the words in the lists above that match the following definitions:
(@) A short summary of 100-200 words which explains the paper’s purpose and main findings.

(b) A list of all the sources the writer has mentioned in the text.
(c) A section, at the end, where less important information is included.

(d) A short section where people who have helped the writer are thanked.
(e) Part of the main body in which the writer discusses relevant research.
(f) A section where one particular example is described in detail.

7.2. TunoBble KOHTPOJIbHBIE 32/1aHNS WM HHBbIE MATEPHAJIBI JJIl IPOBeIeHH s
NMPOMEKYTOUYHOI aTTecTalluu.
Conepxanue 3auera

3aueT COCTOUT U3 ABYX YacTeil: 1) BBIMOTHEHUE MUCEMEHHOM paboThI; 2) Mpe3eHTaIUs
pE3yIbTaTOB COOCTBEHHOTO HAYYHOTO MCCIIEI0OBAHUS

Ooépaszey nucomennoit padbomsl Ha 3aueme

1. Read the paragraphs and arrange them in the correct order.



1 2 3 4 5 6 7 8 9 10 11

A. As is evident from the outline above, our use of the word bias is restricted. First of all, it
cannot be used for processes, hypotheses and preliminary results. Its target area is well-
established and widespread assumptions — assumptions that apparently have survived the
scientific community’s control, testing and criticism. This is important because intuitions and
bold conjectures undoubtedly play an essential role in acquiring knowledge and should not be
considered as deviations or errors. Secondly, the term must be used according to the claims of
the scientific description. For example, a description that confines itself to English semantics
cannot be deemed as biased with reference to the semantics of other languages; a description that
explicitly confines itself to information structure in expository prose cannot be deemed as biased
with reference to other types of sequential organization. Hence, the bias concept outlined here is
primarily aimed at descriptions of general features of language and language use.

B. Encounters with the world are situated. This implies that the standards of accuracy are
historical, contingent and changing, and, surely, any standard of informativity is relative to a
purpose or problem. In this overall abstract sense, no description is unbiased. However, a
balanced, general description of aspects of linguistic behavior is an epistemological goal that
unites many linguists. With the use, thus, one endorses language sciences as joint efforts to
develop more coherent theories, better methods, and more accurate and informative descriptions.
This also means that one cannot just claim that a description is biased — by identifying a bias you
commit yourself to point out a way to circumvent it, and the alternative is subject to the same
epistemological standards as the criticized description has been subjected to and judged by.

C. In Language Sciences 41, Steffensen and Fill (2014:6) claim: “The language scientist in the
early 21st century is in a situation similar to that of hikers lost in the wasteland. The idea of
science as a uni-directional movement towards more coherent theories, better methods, deeper
insights, grander visions and human progress is largely a myth.” This issue has a less skeptical
point of departure.We believe that language sciences can make and have made progress. Not in
all areas, not in one direction and not all the time, but in some areas, in different directions, from
time to time: Some theories have become more coherent, some methods have improved, some
hypotheses have been supported and some disconfirmed, and some descriptions and explanations
have become more accurate and informative relative to the solution of problems in the human
niche.

D. The causal aspect implies that the error is systematic. Within statistics it simply means that
the error is repeating itself. Whereas a random error would approximately cancel out if repeated
measurements were taken and averaged (Anderson et al., 1981:11), systematic errors do not
disappear if the number of measurements increases. This is due to the fact that these errors derive
from shortcomings of research design, implementation, and analysis (\Weisberg, 2010:3). Thus, a
bias is an error that is caused by something beyond the statistical analysis, and unlike random
errors it cannot be assessed without external knowledge of the world. Hence, biases are outside
statistics. In cognitive psychological bias research, biases are also characterized by being
systematic. Here, it is explained by heuristics, that is, rules of thumb that serve as mental
shortcuts to conclusions (Tversky and Kahneman, 1974; Kahneman et al., 1982) and often are
successful, for example the representativeness heuristics in which the probability that object A
belongs to class B is evaluated by the degree to which A resembles B. That is, a bias is not just a
deviation from a way of thinking; it is in itself a way of thinking. In this issue, we will also use
the word bias to signify a systematic error, but here, the cause is traced to a set of assumptions
that forms the basis of a scientific description.




E. What we call a set of assumptions include everything ranging from a single, simple
proposition to a large number of coherent, complex propositions that guide language studies. The
status as assumptions entail that the propositions are accepted as true without question, and that
they can be tacit. It is this status that constitutes a risk, and it is this status that motivates the
endeavor of this issue. To quote Boas (1938): “My whole outlook upon life is determined by one
question: How can we recognise the shackles that tradition has laid upon us? For when we
recognise them, we are also able to break them.”

F. The term bias refers to a normative concept: A bias is an error and therefore something to be
avoided. Within statistics the bias of an estimator is “the difference between the average value of
the estimates obtained in many repetitions of the study and the true value of what it is
estimating” (Anderson et al., 1981:11). A bias is thus mathematically defined and can be
expressed mathematically. The normative aspect is that the difference indicated by the
mathematical expression is a distance to something that is valuable and strived for. In the above
definition, the valuable and strived for is a true value. In the cognitive psychological bias
research (Tversky and Kahneman, 1974) a bias is a deviation from a rational, i.e. statistically
and/ or logically, way to reach an estimate or to make a decision. It is, thus, a deviation from a
way of thinking. Certainly, there are some disagreement about the normative use of the term
(Gigerenzer, 1996; Gigerenzer and Todd, 1999; Kahneman, 2011; Klein, 2009, 2015), but the
main efforts in cognitive psychological bias research have been made to show that biases lead to
bad estimates and poor decisions. The assumed norm in these studies is logical, statistically-
based reasoning. In this issue the term is also signifying a deviation, but it is the deviation of a
description, and the standards deviated from are that thedescription is accurate, that is, as a
structural and functional characterization of occurrences and their causal relations, an
informative, that is, able to differentiate differences that make a difference in human’s
understanding of everyday language use.

G. When such small steps are made, they are made on the basis of a set of assumptions.
Assumptions serve to define and organize a scientific area and determine priorities; they imply
methodological constraints and enable descriptions, explanations and predictions. In short, they
give research a direction. Whereas such assumptions are a prerequisite for progress, they can
also inhibit progress (Rosen, 2017:3). A set of assumptions works like a frame (Bateson,
1987:192). They determine what is inside and what is outside the focus of attention, and the
differentiation and understanding of what is inside the focus of attention. Thus, there is a risk
that what’s outside is significant and that the differentiation and understanding of the subject
area can be insufficient and erroneous. This duality is characteristic of scientific assumptions. To
paraphrase Reason (1990:2), correct descriptions and systematic errors are two sides of the same
coin. And while there is awareness in science that we should question our assumptions, it is
something we tend to forget or even avoid. That is, assumptions can inhibit the development of
better descriptions.

H. The word bias is used in a variety of ways. It can suggest an “inclination or prejudice for or
against one person or group, especially in away considered to be unfair” (Oxford English
Dictionary, 2018). And as Anderson et al. (1981:11) notes, it is used “as a general insult to
impugn any study that disagrees with one’s own opinions”. In this issue, we will refrain from
such uses. Here, the word is used to question assumptions with the purpose of identifying
obstacles that prevent the development of more accurate and informative descriptions of
language and language use. It includes three aspects of meaning: a normative aspect that a bias is
an error, a causal aspect that the error is systematic, and a socio-cognitive aspect that the
systematic error has become commonplace in a scientific community. This use of the word is in
part related to the uses of the word within statistics and within the cognitive psychological bias



research (Tversky and Kahneman, 1974), but as the following comparison will show it also
differs from these uses.

I. On the abovementioned points, the bias concept differs from the concept of myth and other
competing critical terms, be that prejudice, chauvinism, injustice, or illusion. It is clear that these
terms would lead to different studies, conclusions, and metadiscussions. In our view, the bias
concept has a special place in the landscape of metacriticism, which makes it more attractive
than other tools of critique.

J. The socio-cognitive aspect implies that the assumptions resulting in systematic errors have
become commonplace in science. This use of the word is not related to the use within statistics
or cognitive psychological bias research. Within statistics, biases are methodological errors
related to the individual study; within the cognitive psychological bias research, biases are
mental phenomena. Tversky and Kahneman (1974) do note that researchers are also prone to
biases. Thus, Tversky and Kahneman (1971) and Kahneman and Tversky (1973) observe the
tendency to predict the outcome that best represents the data, with insufficient regard for prior
probability in the intuitive judgments of individuals who have had extensive training in statistics.
In other studies, confirmation and disconfirmation biases have been observed in peer reviews
(Hergovich et al., 2010; Koehler, 1993; Mahooney, 1977). However, these biases are associated
with cognition as a mental phenomenon. In this issue, the term is primarily, but not exclusively
(see Sloos et al. 2019), applied to cognition as a sociohistorical process. This use is in line with
Linell’s use of the word in TheWritten Language Bias (1982, 2005). In this theory a bias is a
generalization of a conceptualization based on a particular part of linguistic behavior, for
example, describing spoken language by means of concepts, models and methods taken from the
tradition of describing and explaining written language. The distinctive feature of Linell’s use of
the word is that it is applied to linguistics as a whole. Locating a bias on this level implies that
one may refer to a number of societal factors when one explains why a particular set of
assumptions have become commonplace. One major reason is undoubtedly that the set of
assumptions has resulted in accurate descriptions of, at least, some parts of language and
language use. But several other factors prevail; Linell (2005) mentions technology, the societal
status of the linguistic object, the linguistic object’s relation to religion, law, authorities and
institutions, the description’s relation to practical and political tasks and to projects of nation-
making and state-building. Particularly, the latter two factors’ influence are discussed in
Schneider (2019) and Saraceni & Jacobs (2019). However, not all the contributions deal with
such explanations. The primary aim of the issue is to identify sets of assumptions that inhibit the
development of more accurate and informative descriptions of language and language use and
have become commonplace in linguistics.

K. When one uses a critical term like bias to characterize a scientific description and points out
an alternative description, there is a considerable risk of applying double standards. To avoid this
risk and enable the detection of such inconsistencies it must be explicated what the use of the
outlined bias concept implies. The use presupposes that some descriptions are more accurate and
informative than others. This assumption is closely related to two other assumptions, namely a)
that there is a world that operates independently of our consciousness and knowledge of it, for
example, the length of vowels (Sloos et al. 2019), the distribution of English semantics (Levisen
2019) or the dynamics of multilingualism (Schneider 2019), and b) that it is our encounters with
this world that serves as a yardstick for the accuracy and informativeness of the descriptions of
it.

2. Read the text and write a summary to it.

Semantics and linguistics.



Let us now try to place semantics within linguistics and see what that implies. To begin with, we
can assume that semantics is a component or level of linguistics of the same kind as phonetics or
grammar. Moreover, nearly all linguists have, explicitly or implicitly, accepted a linguistic
model in which semantics is at one 'end’ and phonetics at the other, with grammar somewhere in
the middle (though not necessarily that there are just these three levels). The plausibility of this is
obvious enough. Language can be viewed as a communication system that relates something to
be communicated with something that communicates, a message on the one hand with a set of
signs or symbols on the other. The Swiss linguist, Ferdinand de Saussure, referred to these as the
SIGNIFIER (signifiant) and the SIGNIFIED (signifi¢). (He, unfortunately, used the term SIGN
to refer to the association of these two, but some of his more recent followers have, more
reasonably, used it for the signifier alone.) Examples of communication systems, all of them no
doubt much simpler than language, are numerous. For instance, traffic lights use a system of
colours and colour combinations to instruct drivers to go or to stop (and also to warn that such
instructions are about to be given). Similarly, animals make noises to communicate. The
gibbons, for instance, have a set of calls to indicate the discovery of food, danger, friendly
interest, desire for company, and they have one call that is intended merely to establish position
and so prevent the band from spreading too far apart.

Although it is reasonable to see language as basically a communication system, we must not
push the analogy with other systems too far, for several reasons. First, language does not always
have a 'message’, in any real sense, certainly not in the sense of a piece of information; part of its
function is concerned with social relationships (see 2.4, 3.2), though this is also true of the
animal communication systems too. Secondly, in language both the 'signs' and the 'messages'
(the signifiers and the signified) are themselves enormously complex and the relationship
between them is of even greater complexity. For this reason it has been convincingly argued that
human language differs in kind rather than in degree from other 'languages’. Thirdly, in language
it is extremely difficult, perhaps even impossible, to specify precisely what the message is. In
other communication systems there is no problem because the message can be independently
identified in terms of language or, rather, of a language such as English, e. g. Red means 'stop'.
For language in general we have no such easy solution, for we cannot define meaning (the
'message’) independently of language. We can only state one set of meanings in terms of another
set, only describe language in terms of language.

| have suggested that linguistics is the 'scientific’ study of language. One essential requirement is
that it should be empirical. If semantics is part of linguistics it too must be no less scientific.
Precisely what 'scientific' or 'empirical' means is a matter of some debate, but one essential
requirement of a scientific study is that statements made within it must, in principle at least, be
verifiable by observation. It is easy enough to apply this to phonetics, for we can observe what is
happening - we can listen to a person speaking. We can, moreover, describe the operations of the
vocal organs, or, with the aid of scientific instruments, can measure precisely the physical
characteristics of the sounds that are emitted. But there is, unfortunately, no similar, simple, way
of dealing with semantics.

Furthermore, if linguistics is scientific, it must be concerned not with specific instances, but with
generalisations. This point was made, though in a rather different conceptual framework, by de
Saussure in his distinction between LANGUAGE (langue) and SPEAKING (parole). This
distinction has reappeared in the works of Noam Chomsky and his followers as COMPETENCE
and PERFORMANCE. (Chomsky differs greatly from de Saussure on the nature of the linguistic
system within language or competence, but the theoretical distinction is the same.) Both are



concerned essentially, as are we, to exclude what is purely individual and accidental (speaking or
performance), and to insist that the proper study of linguistics is language or competence. But for
both de Saussure and Chomsky, language or competence is some kind of idealised system
without any clear empirical basis, and | prefer to think rather in terms of generalisations.

The point is clear enough in phonetics. The phonetician is not primarily concerned with the
particular sounds that are made at a particular time by a particular person. He may well study the
pronunciation of e. g. book, but in order to do so he will listen to a number of individual
utterances of this word and will make a generalised statement on the basis of these. Indeed, it is
possible today, with the help of a computer, to produce an ‘average' utterance, computed by the
computer and produced by equipment that can reproduce human speech sounds. What happens at
each time a person speaks is not usually of interest in itself; it is rather part of the evidence for
the generalisations. The same must be true of semantics. We shall not normally be concerned
with the meaning any individual wishes to place on his words. We may recall Lewis Carroll once
again (Through the Looking-Glass): 'When | use a word', Humpty Dumpty said in a rather
scornful tone, ‘it means what | choose it to mean - neither more nor less'.

An individual's meaning is not part of the general study of semantics. Of course, it is interesting
or important for some purposes to see how and why an individual diverges from the normal
pattern. This is necessary in the study of literature - the poet may well not 'mean’ what you and |
would mean. It is obviously important too in psychiatric studies where the individual is
apparently unable to use his language in the same way as others. But it is important to realise that
neither the literary nor the psychiatric studies of the individual would be possible without the
generalised 'normal’ patterns to make comparisons with.

A useful distinction has been made between UTTERANCES and SENTENCES so that we can
distinguish between the utterance There is a book on the table' and the sentence There is a book
on the table. This may at first appear surprising and, unfortunately, the distinction is often lost
because we talk of people 'uttering’ or 'speaking’ in 'sentences’. But the point is that an utterance
is an event in time - it is produced by someone and at some particular time, while a sentence is
an abstract entity that has no existence in time, but is part of the linguistic system of a language.
The distinction is, obviously, related to that of language or competence and speaking or
performance, the sentence belonging essentially to the former, and the utterance to the latter. It is
important because when we talk about something that someone has said we normally describe it
in terms that are appropriate to the sentence. In other words we use our linguistic knowledge
(including what a sentence is) to talk about it. For instance, | referred to the utterance 'There is a
book on the table', which may have been uttered by someone at some time. But in order to refer
to it | have to write it down in words with all the conventions of spelling and punctuation. In so
doing | identify it as an example of the sentence There is a book on the table. In order to talk
about an utterance, that is to say, | have to treat it as an example of the generalised, more
abstract, entity, the sentence. (The only way to avoid this completely would be to have the
utterance on tape, for even writing it down in a phonetic script would probably assume some of
the characteristics of the sentence.) In particular when | write it down | identify the words, but
words are not a 'given’ part of the utterance. They are not accessible by direct observation but are
the result of some fairly sophisticated linguistic thinking (2.5). It follows from this that
semanticists will not be (and cannot really ever be) concerned with the meaning of utterances,
but only with the meaning of sentences, and it equally follows that we cannot study semantics
without assuming a great deal about grammar and other aspects of the structure of language.
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MarepuajbHO-TeXHHYECKOe o0ecreyeHne.

MarepuanabHO-TEXHHUECKOE 00ecrieueHe TUCIUILIHHBI IPEeAroiaraeT Halmyue B ONOIHoTeKe B
MI€YaTHOM BHJE WM B BHJIE DIEKTPOHHOTO pecypca KOMIUIEKTOB Y4eOHO-METOAMYECKOH,
Hay4YyHOU U CIIpaBOYHOM JIUTEPATyphl, pabOTy C KOMIBIOTEPHBIMU O0YYaIOIIMMH IPOrpaMMaMu B
JTUHTa()OHHO-KOMITBIOTEPHOM KJIacce, a TaKkXkKe JOCTYII K pecypcam cetu MHTepHer.

9. CooTBeTcTBHE Pe3yIbTaTOB 00y4yeHus Mo AaHHOMY jdemeHTy OITOII pe3yabratam
ocBoenusi OIIOII yka3zano B o01eii xapakrepuctuke OIIOIL.

10. SI3bIk npenogaBaHus.
AHTJIMHACKUI

11. IlpenogaBareusn (mpenogaBaTesu).
KaHa. puos. HayK, JOIEHT Kadeapbl MHOCTPAaHHBIX s3bIKOB TeruioBa JIro0oBs MBaHOBHA

12. ABTop (aBTOPHI) MPOrpaMMBbl.
KaHa. o, HayK, JOIEHT Kadeapbl MHOCTPAaHHBIX sA3bIKOB TerutoBa JIro0oBs MBaHOBHA



